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Semester–VI 

             Semester-VI S.No Course Code Course Name L T P Credits 

1. 20A05601T Compiler Design 3 0 0 3 

2. 20A05602T Machine Learning  3 0 0 3 

3. 20A05603T Internet of Things 3 0 0 3 

4.  

20A05604a 
20A05604b 

20A05604c 

Professional Elective Course– II 

Software Testing 
Advanced Computer Architecture 

Computer Vision 

3 0 0 3 

5.  Open Elective Course – II 3 0 0 3 
6. 20A05601P Compiler Design Lab 0 0 3 1.5 

7. 20A05602P Machine Learning Lab 0 0 3 1.5 

8. 20A05603P Internet of Things Lab 0 0 3 1.5 
9.  

20A52401 
Skill oriented course - IV 

Soft Skills 

1 0 2 2 

10.  

20A99601 
Mandatory Non-credit Course 

Intellectual Property Rights & Patents 2 0 0 0 

Total 21.5 

 

 

 

Industry Internship (Mandatory) for 6 – 8 weeks duration during summer vacation 
 

 

 
 

 

 

 
 

 

 
 

Honors/Minor courses (The hours distribution can be 3-0-2 or 3-1-0 also) 4 0 0 4 

 

Open Elective-II 

S.No Course Code Course Name Offered by the Dept. 

1 20A01605 Environmental Economics CE 
2 20A02605 Smart Electric Grid EEE 

3 20A03605 

 

Introduction to Robotics ME 

4 20A04605 Signal Processing ECE 

5 20A04606 Basic VLSI Design ECE 

6 20A27605 Food Refrigeration and Cold Chain Management 

 

FT 

7 20A54701 Wavelet Transforms & its applications  
 

Mathematics 

8 20A56701 Physics Of Electronic Materials and Devices 
 

Physics 

9 20A51701 Chemistry of Polymers and its Applications 

 

Chemistry 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech (CSE)– III-II Sem            L    T   P   C 

                 3     0   0   3 

(20A05601T) COMPILER DESIGN 

Course Objectives: 

 Teach the concepts related to assemblers, loaders, linkers and editors 

 Introduce the basic principles of the compiler construction  

 Explain the Concept of Context Free Grammars, Parsing and various Parsing Techniques. 

 Expose the process of intermediate code generation.  

 Instruct the process of Code Generation and various Code optimization techniques 

Course Outcomes: 
After completion of the course, students will be able to 

• Differentiate the various phases of a compiler 

• Design code generator  
• Apply code optimization techniques  

• Identify the tokens and verify the code  

 

UNIT I 

 

Introduction  

 
Lecture 8Hrs 

Introduction: The structure of a compiler, the science of building a compiler, programming 

language basics 

Lexical Analysis: The Role of the Lexical Analyzer, Input Buffering, Recognition of Tokens, The 
Lexical-Analyzer Generator Lex, Finite Automata, From Regular Expressions to Automata, Design 

of a Lexical-Analyzer Generator, Optimization of DFA-Based Pattern Matchers. 

 

UNIT II 

 

Syntax Analysis 

 
Lecture 9Hrs 

Introduction, Context-Free Grammars, Writing a Grammar, Top-Down Parsing, Bottom-Up Parsing, 

Introduction to LR Parsing: Simple LR, More Powerful LR Parsers, Using Ambiguous Grammars 

and Parser Generators. 
 

UNIT III 

 

Syntax-Directed Translation 

 

Lecture 9Hrs 

Syntax-Directed Translation: Syntax-Directed Definitions, Evaluation Orders for SDD's, 
Applications of Syntax-Directed Translation, Syntax-Directed Translation Schemes, Implementing 

L-Attributed SDD's. 

Intermediate-Code Generation: Variants of Syntax Trees, Three-Address Code, Types and 
Declarations, Type Checking, Control Flow, Switch-Statements, Intermediate Code for Procedures. 

 

UNIT IV 

 

Code Generation 

 

Lecture 8Hrs 

Run-Time Environments: Stack Allocation of Space, Access to Nonlocal Data on the Stack, Heap 
Management, Introduction to Garbage Collection, Introduction to Trace-Based Collection. 

Code Generation: Issues in the Design of a Code Generator, The Target Language, Addresses in the 

Target Code, Basic Blocks and Flow Graphs, Optimization of Basic Blocks, A Simple Code 
Generator, Peephole Optimization, Register Allocation and Assignment, Dynamic Programming 

Code-Generation. 

 

UNIT V 

 

Machine-Independent Optimization 

 
Lecture 8Hrs 

Machine-Independent Optimization: The Principal Sources of Optimization, Introduction to Data-

Flow Analysis, Foundations of Data-Flow Analysis, Constant Propagation, Partial-Redundancy 

Elimination, Loops in Flow Graphs 
 

Textbooks: 

1. Alfred V. Aho, Monica S. Lam, Ravi Sethi, Jeffrey D. Ullman, “Compilers Principles, 
Techniques and Tools”, 2nd Edition, Pearson. 
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Reference Books: 
1. Yunlin Su, Song Y. Yan, “Principles of Compilers”, Springer, 2012. 

2. Andrew W. Appel, “Modern Compiler Implementation in JAVA”, 2nd edition, Cambridge 

University Press, 2004. 
3. Lex &Yacc – John R. Levine, Tony Mason, Doug Brown, O’reilly 

4. Compiler Construction, Louden, Thomson. 

 

Online Learning Resources: 
1. https://nptel.ac.in/courses/106108052/ 

2. http://openclassroom.stanford.edu/MainFolder/CoursePage.php?course=Compilers 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech (CSE)– III-II Sem          L    T   P   C 

                3     0   0   3 

(20A05602T) MACHINE LEARNING 

Common to CSE, IT,CSD,CSE(AI),CSE(AI&ML),CSE(DS),AI&DS,CSE(IOT) 

Course Objectives: 
The course is introduced for students to 

 Understand basic concepts of Machine Learning 

 Study different learning algorithms 

 Illustrate evaluation of learning algorithms 

Course Outcomes (CO): 
After completion of the course, students will be able to 

 Identify machine learning techniques suitable for a given problem 

 Solve the problems using various machine learning techniques 

 Design application using machine learning techniques 

 

UNIT IIntroduction to Machine Learning &Preparing to Model             Lecture 9Hrs 
Introduction: What is Human Learning?  Types of Human Learning, what is Machine 

Learning?Types of Machine Learning, Problems Not to Be Solved Using Machine Learning, 

Applications of Machine Learning, State-of-The-Art Languages/Tools in Machine Learning, Issues 
in Machine Learning 

Preparing to Model: Introduction, Machine Learning Activities, Basic Types of Data in Machine 

Learning, Exploring Structure of Data, Data Quality and Remediation, Data Pre-Processing 

 
UNIT IIModelling and Evaluation &Basics of Feature Engineering          Lecture 9Hrs 

Introduction, selecting a Model, training a Model (for Supervised Learning), Model Representation 

and Interpretability, Evaluating Performance of a Model, Improving Performance of a Model 
Basics of Feature Engineering: Introduction, Feature Transformation, Feature Subset Selection 

 

UNIT IIIBayesian Concept Learning & Supervised Learning: Classification   Lecture 10Hrs 
Introduction, Why Bayesian Methods are Important? Bayes’ Theorem, Bayes’ Theorem and Concept 

Learning, Bayesian Belief Network 

Supervised Learning: Classification: Introduction, Example of Supervised Learning, Classification 

Model, Classification Learning Steps, Common Classification Algorithms-k-Nearest 
Neighbour(kNN), Decision tree, Random forest model, Support vector machines 

 

UNIT IVSupervised Learning: Regression                                                      Lecture 10Hrs 
Introduction, Example of Regression, Common Regression Algorithms-Simple linear regression, 

Multiple linear regression, Assumptions in Regression Analysis, Main Problems in Regression 

Analysis, Improving Accuracy of the Linear Regression Model, Polynomial Regression Model, 

Logistic Regression, Maximum Likelihood Estimation. 
 

UNIT VUnsupervised LearningLecture 9Hrs 

Introduction, Unsupervised vs Supervised Learning, Application of Unsupervised Learning, 
Clustering – Clustering as a machine learning task, Different types of clustering techniques, 

Partitioning methods,  

K-Medoids: a representative object-based technique, Hierarchical clustering, Density-based methods-
DBSCAN 

Finding Pattern using Association Rule- Definition of common terms, Association rule, Theapriori 

algorithm for association rule learning, Build the aprioriprinciplerules 
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Textbooks: 
1. Machine Learning, SaikatDutt, Subramanian Chandramouli, Amit Kumar Das, Pearson, 

2019. 

Reference Books: 

1. EthernAlpaydin, “Introduction to Machine Learning”, MIT Press, 2004. 

2. Stephen Marsland, “Machine Learning -An Algorithmic Perspective”, Second Edition, 
Chapman and Hall/CRC Machine Learning and Pattern Recognition Series,2014. 

1. Andreas C. Müller and Sarah Guido “Introduction to Machine Learning with Python: A 

Guide for Data Scientists”, Oreilly. 

Online Learning Resources: 

 Andrew Ng, “Machine Learning Yearning”   

 https://www.deeplearning.ai/machine-learning- yearning/ 

 Shai Shalev-Shwartz , Shai Ben-David, “Understanding Machine Learning: From  

Theory to Algorithms” , Cambridge University Press    

https://www.cse.huji.ac.il/~shais/UnderstandingMachineLearning/index.html 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech (CSE)– III-II Sem           L    T   P   C 

                3     0   0   3 

(20A05603T) INTERNET OF THINGS 

Common to CSE, IT, CSD, CSE(AI), CSE(DS),AI&DS 

Course Objectives: 

 Understand the basics of Internet of Things and protocols. 

 Discuss the requirement of IoT technology  

 Introduce some of the application areas where IoT can be applied. 

 Understand the vision of IoT from a global perspective, understand its applications, 

determine its market perspective using gateways, devices and data management 
 

Course Outcomes: 

After completion of the course, students will be able to 

 Understand general concepts of Internet of Things. 

 Apply design concept to IoT solutions 

 Analyze various M2M and IoT architectures 

 Evaluate design issues in IoT applications 

 Create IoT solutions using sensors, actuators and Devices 
 

UNIT I        Introduction to IoT                                                                             Lecture 8Hrs 

Definition and Characteristics of IoT, physical design of IoT, IoT protocols, IoT communication 
models, IoT Communication APIs, Communication protocols, Embedded Systems, IoT Levels and 

Templates 

 

UNIT II Prototyping IoT Objects using Microprocessor/Microcontroller 

 

Lecture 9Hrs 
Working principles of sensors and actuators, setting up the board – Programming for IoT, Reading 

from Sensors, Communication: communication through Bluetooth, Wi-Fi. 

 

UNIT III      IoT Architecture and Protocols 

 
Lecture 8Hrs 

Architecture Reference Model- Introduction, Reference Model and architecture, IoT reference 

Model, Protocols- 6LowPAN, RPL, CoAP, MQTT, IoT frameworks- Thing Speak. 
 

UNIT IV     Device Discovery and Cloud Services for IoT 

 

Lecture 8Hrs 

Device discovery capabilities- Registering a device, Deregister a device, Introduction to Cloud 
Storage models and communication APIs Web-Server, Web server for IoT. 

 

UNIT V      UAV IoT 

 

Lecture 10Hrs 

Introduction toUnmanned Aerial Vehicles/Drones, Drone Types, Applications: Defense, Civil, 
Environmental Monitoring; UAV elements and sensors- Arms, motors, Electronic Speed 

Controller(ESC), GPS, IMU, Ultra sonic sensors; UAV Software –Arudpilot, Mission Planner, 

Internet of Drones(IoD)- Case study FlytBase.  
 

Textbooks: 

1. Vijay Madisetti and ArshdeepBahga, “ Internet of Things ( A Hands-on-Approach)”, 1st 
Edition, VPT, 2014. 

2. Handbook of unmanned aerial vehicles,  K Valavanis; George J Vachtsevanos, New York, 

Springer, Boston, Massachusetts : Credo Reference, 2014. 2016. 

Reference Books: 

1. Jan Holler, VlasiosTsiatsis, Catherine Mulligan, Stefan Avesand, Stamatis Karnouskos, 

David Boyle, “ From Machine-to-Machine to the Internet of Things: Introduction to a New 

Age of Intelligence”, 1st Edition, Academic Press, 2014. 

2. ArshdeepBahga, Vijay Madisetti - Internet of Things: A Hands-On Approach, Universities 
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Press, 2014. 

3. The Internet of Things, Enabling technologies and use cases – Pethuru Raj, Anupama C. 

Raman,  CRC Press. 

4. Francis daCosta, “Rethinking the Internet of Things: A Scalable Approach to Connecting 
Everything”, 1st Edition, Apress Publications, 2013  

5. Cuno Pfister, Getting Started with the Internet of Things, O‟Reilly Media, 2011, ISBN: 978-

1-4493- 9357-1 

6. DGCA RPAS Guidance Manual, Revision 3 – 2020 

7. Building Your Own Drones: A Beginners' Guide to Drones, UAVs, and ROVs,  
John Baichtal 

 

Online Learning Resources: 

1. https://www.arduino.cc/ 
2. https://www.raspberrypi.org/ 

3. https://nptel.ac.in/courses/106105166/5   

4. https://nptel.ac.in/courses/108108098/4 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech (CSE)– III-II Sem           L    T   P   C 

                3     0   0   3 

(20A05604a) SOFTWARE TESTING 

(Professional Elective Course-II) 

Course Objectives: 

 Introduce the fundamentals of various testing methodologies. 

 Describe the principles and procedures for designing test cases. 

 Teach debugging methods. 

Course Outcomes : 

After completion of the course, students will be able to 

 Understand the basic testing procedures. 

 Develop reliable software 

 Design test cases for testing different programming constructs  

 Test the applications by applying different testing methods and automation tools 
 

UNIT I   Introduction 

 

Lecture 8Hrs 

Introduction: Purpose of Testing, Dichotomies, Model for Testing, Consequences ofBugs, 
Taxonomy of Bugs. 

Flow graphs and Path testing: Basics Concepts of Path Testing, Predicates, PathPredicates and 

Achievable Paths, Path Sensitizing, Path Instrumentation, Application ofPath Testing. 
 

UNIT II       Flow Testing 

 

Lecture 9Hrs 

Transaction Flow Testing: Transaction Flows, Transaction Flow Testing Techniques. 

Dataflow testing: Basics of Dataflow Testing, Strategies in Dataflow Testing, Application of 
Dataflow Testing. 

 

UNIT III       Domain Testing 

 

Lecture 9Hrs 
Domain Testing: Domains and Paths, Nice & Ugly Domains, Domain testing, Domainsand 

Interfaces Testing, Domain and Interface Testing, Domains and Testability. 

 

UNIT IV       Logic Based Testing 

 
Lecture 8Hrs 

Paths, Path products and Regular expressions: Path Products & Path Expression,Reduction 

Procedure, Applications, Regular Expressions & Flow Anomaly Detection.Logic Based Testing: 

Overview, Decision Tables, Path Expressions, KV Charts,Specifications. 
 

UNIT V     Graph Matrices and Application 

 

Lecture 8Hrs 

State, State Graphs and Transition Testing: State Graphs, Good & Bad StateGraphs, State 
Testing, Testability Tips. 

Graph Matrices and Application: Motivational Overview, Matrix of Graph, Relations,Power of a 

Matrix, Node Reduction Algorithm, Building Tools. 

Textbooks: 
1.  Boris Beizer, “Software testing techniques”, Dreamtech, second edition, 2002. 

Reference Books: 

1. Brian Marick, “The craft of software testing”, Pearson Education. 

2. Yogesh Singh, “Software Testing”, Camebridge 
3. P.C. Jorgensen, “Software Testing” 3rd edition, Aurbach Publications (Dist.by 

SPD). 

4. N.Chauhan, “Software Testing”, Oxford University Press. 
5. P.Ammann&J.Offutt, “Introduction to Software Testing” , Cambridge Univ. 

Press. 

6. Perry, “Effective methods of Software Testing”, John Wiley, 2nd Edition, 1999. 
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Online Learning Resources: 

http://www.nptelvideos.in/2012/11/software-engineering.html  

https://onlinecourses.nptel.ac.in/noc16_cs16/preview 
https://nptel.ac.in/courses/117105135 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech (CSE)– III-II Sem           L    T   P   C 

                3     0   0   3 

(20A05604b) ADVANCED COMPUTER ARCHITECTURE 

(Professional Elective Course-II) 

 

 

Course Objectives: 

 Understand the Concept of Parallel Processing and its applications  

 Implement the Hardware for Arithmetic Operations 

 Analyse the performance of different scalar Computers 

 Develop the Pipelining Concept for a given set of Instructions 

 Distinguish the performance of pipelining and non-pipelining environment in a processor 

 

Course Outcomes: 

After completion of the course, students will be able to 

 Illustrate the types of computers, and new trends and developments in computer 
architecture 

 Outline pipelining, instruction set architectures, memory addressing 

 Apply ILP using dynamic scheduling, multiple issue, and speculation 

 Illustrate the various techniques to enhance a processors ability to exploit Instruction-

level parallelism (ILP), and its challenges   

 Apply multithreading by using ILP and supporting thread-level parallelism (TLP) 

 

UNIT I 

  
Lecture 8Hrs 

Computer Abstractions and Technology: Introduction, Eight Great Ideas in Computer Architecture, 

Below Your Program, Under the Covers, Technologies for Building Processors and Memory, 
Performance, The Power Wall, The Sea Change: The Switch from Uni-processors to 

Multiprocessors, Benchmarking the Intel Core i7, Fallacies and Pitfalls. 

 

UNIT II 

  

Lecture 9Hrs 
Instructions: Language of the Computer: Operations of the Computer Hardware, Operands of the 

Computer Hardware, Signed and Unsigned Numbers, Representing Instructions in the Computer, 

Logical Operations, Instructions for Making Decisions, Supporting Procedures in Computer 
Hardware, Communicating with People, MIPS Addressing for 32-Bit Immediates and Addresses, 

Parallelism and Instructions: Synchronization, Translating and Starting a Program, A C Sort Example 

to Put It All Together, Arrays versus Pointers, ARMv7 (32-bit) Instructions, x86 Instructions, 

ARMv8 (64-bit) Instructions. 
 

UNIT III 

  

Lecture 9Hrs 

Arithmetic for Computers: Introduction, Addition and Subtraction, Multiplication, Division, Floating 
Point, Parallelism and Computer Arithmetic: Subword Parallelism, Streaming SIMD Extensions and 

Advanced Vector Extensions in x86, Subword Parallelism and Matrix Multiply. 

 

UNIT IV 

  
Lecture 8Hrs 

The Processor: Introduction, Logic Design Conventions, Building a Datapath, A Simple 

Implementation Scheme, An Overview of Pipelining, Pipelined Datapath and Control, Data Hazards: 

Forwarding versus Stalling, Control Hazards, Exceptions, Parallelism via Instructions, The ARM 
Cortex-A8 and Intel Core i7 Pipelines. 

 

UNIT V 

  

Lecture 8Hrs 
Large and Fast: Exploiting Memory Hierarchy: Introduction, Memory Technologies, The Basics of 

Caches, Measuring and Improving Cache Performance, Dependable Memory Hierarchy, Virtual 

Machines, Virtual Memory, A Common Framework for Memory Hierarchy, Using a Finite-State 
Machine to Control a Simple Cache, Parallelism and Memory Hierarchies: Cache Coherence, 
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Parallelism and Memory Hierarchy: Redundant Arrays of Inexpensive Disks, Advanced Material: 
Implementing Cache Controllers, The ARM Cortex-A8 and Intel Core i7 Memory Hierarchies. 

 

Textbooks: 
1) Computer Organization and Design: The hardware and Software Interface, David A Patterson, 

John L Hennessy, 5th edition, MK.  

2) Computer Architecture and Parallel Processing – Kai Hwang, Faye A.Brigs, Mc Graw Hill. 

 

Reference Books: 

1) Modern Processor Design: Fundamentals of Super Scalar Processors, John P. Shen and 

Miikko H. Lipasti, Mc Graw Hill.  
2) Advanced Computer Architecture – A Design Space Approach – DezsoSima, Terence 

Fountain, Peter Kacsuk , Pearson. 

 

Online Learning Resources: 

https://nptel.ac.in/courses/106/105/106105163/ 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech (CSE)– III-II Sem           L    T   P   C 

                3     0   0   3 

(20A05604c) COMPUTER VISION 
Common to CSE, IT,CSD, CSE(AI), CSE(AI&ML)AI&DS 

(Professional Elective Course– II) 

Course Objectives: 

The objective of this course is to understand the basic issues in computer vision and major 
approaches to address the methods to learn the Linear Filters, segmentation by clustering, 

Edge detection, Texture. 

Course Outcomes: 

After completing the course, you will be able to: 

 Identify basic concepts, terminology, theories, models and methods in the field of 
computer vision,  

 Describe known principles of human visual system,  

 Describe basic methods of computer vision related to multi-scale representation, edge 

detection and detection of other primitives, stereo, motion and object recognition,  

 Suggest a design of a computer vision system for a specific problem 

UNIT I LINEAR FILTERS Lecture 8Hrs 
Introduction to Computer Vision, Linear Filters and Convolution, Shift Invariant Linear 

Systems, Spatial Frequency and Fourier Transforms, Sampling and Aliasing Filters as 

Templates, Technique: Normalized Correlation and Finding Patterns, Technique: Scale and 
Image Pyramids. 

UNIT II EDGE DETECTION Lecture 9Hrs 

Noise- Additive Stationary Gaussian Noise, Why Finite Differences Respond to Noise, 

Estimating Derivatives - Derivative of Gaussian Filters, Why Smoothing Helps, Choosing a 
Smoothing Filter, Why Smooth with a Gaussian? Detecting Edges-Using the Laplacian to 

Detect Edges, Gradient-Based Edge Detectors, Technique: Orientation Representations and 

Corners. 

UNIT III TEXTURE Lecture 9Hrs 

Representing Texture –Extracting Image Structure with Filter Banks, Representing Texture 

using the Statistics of Filter Outputs, Analysis (and Synthesis) Using Oriented Pyramids –The 

Laplacian Pyramid, Filters in the Spatial Frequency Domain, Oriented Pyramids,  
Application: Synthesizing Textures for Rendering, Homogeneity, Synthesis by Sampling 

Local Models, Shape from Texture, Shape from Texture for Planes 

UNIT IV SEGMENTATION BY CLUSTERING Lecture 8Hrs 
What is Segmentation, Human Vision: Grouping and Gestalt, Applications: Shot Boundary 

Detection and Background Subtraction. Image Segmentation by Clustering Pixels, 

Segmentation by Graph-Theoretic Clustering. The Hough Transform, Fitting Lines, Fitting 
Curves 

UNIT V      RECOGNIZATIONBYRELATIONSBETWEENTEMPLATES Lecture 8Hrs 

Finding Objects by Voting on Relations between Templates, Relational Reasoning Using 

Probabilistic Models and Search, Using Classifiers to Prune Search, Hidden Markov Models, 
Application: HMM and Sign Language Understanding, Finding People with HMM. 

Textbooks: 

David A. Forsyth, Jean Ponce, Computer Vision – A modern Approach, PHI, 2003. 

Reference Books: 

1. Geometric Computing with Clifford Algebras: Theoretical Foundations and Applications in 

Computer Vision and Robotics, Springer;1 edition,2001by Sommer. 

2. Digital Image Processing and Computer Vision,1/e,bySonka. 

3. Computer Vision and Applications: Concise Edition (WithCD) by Jack Academy Press, 

2000. 
Online Learning Resources:https://nptel.ac.in/courses/106105216https://nptel.ac.in/courses/108103174 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech (CSE)– III-II Sem           L    T   P   C 

                 0     0   3   1.5 

(20A05601P) COMPILER DESIGN LAB 

 

Course Objectives: 

 To introduce LEX and YACC tools   

 To learn to develop algorithms to generate code for a target machine 

 To implement LL and LR parsers 

 

Course Outcomes: 
After completion of the course, students will be able to 

 Design, develop, and implement a compiler for any language   

 Use LEX and YACC tools for developing a scanner and a parser 

 Design and implement LL and LR parsers 

 Design algorithms to perform code optimization in order to improve the performance of a 

program in terms of space and time complexity 

 

List of Experiments: 

1. Design and implement a lexical analyzer for given language using C and the lexical analyzer 

should ignore redundant spaces, tabs and new lines.  
2. Implementation of Lexical Analyzer using Lex Tool  

3. Generate YACC specification for a few syntactic categories.  

a. Program to recognize a valid arithmetic expression that uses operator +, – , * and /.  

b. Program to recognize a valid variable which starts with a letter followed by any number 
of letters or digits.  

c. Implementation of Calculator using LEX and YACC  

d. Convert the BNF rules into YACC form and write code to generate abstract syntax tree  
4. Write program to find ε – closure of all states of any given NFA with ε transition.  

5. Write program to convert NFA with ε transition to NFA without ε transition.  

6. Write program to convert NFA to DFA  
7. Write program to minimize any given DFA.  

8. Develop an operator precedence parser for a given language.  

9. Write program to find Simulate First and Follow of any given grammar.  

10. Construct a recursive descent parser for an expression.  
11. Construct a Shift Reduce Parser for a given language.  

12. Write a program to perform loop unrolling.  

13. Write a program to perform constant propagation.  
14. Implement Intermediate code generation for simple expressions.  

 

References: 
1. Compilers: Principles, Techniques and Tools, Second Edition, Alfred V. Aho, Monica S. Lam, 

Ravi Sethi, Jeffry D. Ullman, Pearson. 

2. Compiler Construction-Principles and Practice, Kenneth C Louden, Cengage Learning.  
3. Modern compiler implementation in C, Andrew W Appel, Revised edition, Cambridge 

University Press. 

4. The Theory and Practice of Compiler writing, J. P. Tremblay and P. G. Sorenson, TMH  

5. Writing compilers and interpreters, R. Mak, 3rd edition, Wiley student edition. 
 

Online Learning Resources/Virtual Labs: 

http://cse.iitkgp.ac.in/~bivasm/notes/LexAndYaccTutorial.pdf 
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(20A05602P) MACHINE LEARNING LAB 

Common to CSE, CSD,CSE(AI),CSE(AI&ML),CSE(DS),AI&DS 

 

Course Objectives: 

 Make use of Data sets in implementing the machine learning algorithms  

 Implement the machine learning concepts and algorithms in any suitable language of choice.  

Course Outcomes (CO): 

After completion of the course, students will be able to 

 Understand the Mathematical and statistical prospectives of machine learning algorithms 

through python programming 

 Appreciate the importance of visualization in the data analytics solution. 

 Derive insights using Machine learning algorithms 

List of Experiments: 

Note:  

a. The programs can be implemented in either JAVA or Python.  

b. For Problems 1 to 6 and 10, programs are to be developed without using the built-in classes 
or APIs of Java/Python.  

c. Data sets can be taken from standard repositories 

(https://archive.ics.uci.edu/ml/datasets.html) or constructed by the students. 
 

1. Implement and demonstrate the FIND-S algorithm for finding the most specific hypothesis 

based on a given set of training data samples. Read the training data from a .CSV file.  
2. For a given set of training data examples stored in a .CSV file, implement and demonstrate 

the Candidate-Elimination algorithm to output a description of the set of all hypotheses 

consistent with the training examples.  

3. Write a program to demonstrate the working of the decision tree based ID3 algorithm.  
Use an appropriate data set for building the decision tree and apply this knowledge to 

classify a new sample.  

4. Build an Artificial Neural Network by implementing the Back-propagation algorithm and 
test the same using appropriate data sets.  

5. Write a program to implement the naïve Bayesian classifier for a sample training data set 

stored as a .CSV file. Compute the accuracy of the classifier, considering few test data sets.  
6. Assuming a set of documents that need to be classified, use the naïve Bayesian Classifier 

model to perform this task. Built-in Java classes/API can be used to write the program. 

Calculate the accuracy, precision, and recall for your data set.  

7. Write a program to construct a Bayesian network considering medical data. Use this model 
to demonstrate the diagnosis of heart patients using standard Heart Disease Data Set. You 

can use Java/Python ML library classes/API.  

8. Apply EM algorithm to cluster a set of data stored in a .CSV file. Use the same data set for 
clustering using k-Means algorithm. Compare the results of these two algorithms and 

comment on the quality of clustering. You can add Java/Python ML library classes/API in 

the program.  

9. Write a program to implement k-Nearest Neighbour algorithm to classify the iris data set. 
Print both correct and wrong predictions. Java/Python ML library classes can be used for 

this problem.  

10. Implement the non-parametric Locally Weighted Regression algorithm in order to fit data 
points. Select appropriate data set for your experiment and draw graphs. 

 

Projects 
1. Predicting the Sale price of a house using Linear regression 
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2. Spam classification using Naïve Bayes algorithm 
3. Predict car sale prices using Artificial Neural Networks 

4. Predict Stock market trends using LSTM 

5. Detecting faces from images 
 

References: 

1. Python Machine Learning Workbook for beginners, AI Publishing, 2020. 

 

Online Learning Resources/Virtual Labs: 

1) Machine Learning A-Z (Python & R in Data Science Course) | Udemy 

2) Machine Learning | Coursera 
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(20A05603P) INTERNET OF THINGS LAB 

 

Course Objectives: 

 To introduce components such as WiFi, Bluetooth, Temperature, Moisture sensors 

 To know the Micro controller such as Arduino 

 To know the System on Chip (SOC) / Single Board Computer such as Raspberry Pi 

 To understand HTTP IoT protocols and perform Experiments for data transmission 

 To understand UAV/Drones and Internet of Drones Experiments 

 

Course Outcomes: 
After completion of the course, students will be able to 

 Know the various IoT sensors and understand the functionality 

 Design and analyze IoT experiments and transfer the data to IoT Clouds 

 Design the IoT systems for real time applications 

 Understand Drones and Perform Internet of Drones Experiments 

 

List of Experiments: 

Experiments using ESP32 

1. Serial Monitor, LED, Servo Motor - Controlling 

 Experiment1: 
Controlling actuators through Serial Monitor. Creating different led patterns and 

controlling them using push button switches. Controlling servo motor with the help of 
joystick. 

2. Distance Measurement of an object 

 Experiment 2: 

Calculatethe distance to an object with the help of an ultrasonic sensor and display it on an 
LCD. 

3, LDR Sensor, Alarm and temperature, humidity measurement 

 Experiment 3: 

 Controlling relay state based on ambient light levels using LDR sensor. 

 Basic Burglar alarm security system with the help of PIR sensor and buzzer. 

 Displaying humidity and temperature values on LCD 

4. Experiments using Raspberry Pi  

 Experiment 4:  

 Controlling relay state based on input from IR sensors 

 Interfacing stepper motor with R-Pi 

 Advanced burglar alarm security system with the help of PIR sensor, buzzer and keypad. 

(Alarm gets disabled if correct keypad password is entered) 

 5. Automated LED light control based on input from PIR (to detect if people are present) 

and LDR(ambient light level) 

5. IOT Framework  

 Experiment 5: 

Upload humidity & temperature data to ThingSpeak, periodically logging ambient light 
level to ThingSpeak 

Experiment 6:  

Controlling LEDs, relay & buzzer using Blynk app 

6. HTTP Based 

 Experiment 7:  

 Introduction to HTTP. Hosting a basic server from the ESP32 to control various digital based 

actuators (led, buzzer, relay) from a simple web page. 
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Experiment 8:  

 Displaying various sensor readings on a simple web page hosted on the ESP32. 

 

 

7. MQTT Based 

Experiment 9: 

Controlling LEDs/Motors from an Android/Web app, Controlling AC Appliances from an 

android/web app with the help of relay. 

 

Experiment 10: 

Displaying humidity and temperature data on a web-based application 

  

8. UAV/Drone: 

Experiment 11:  

 Demonstration of UAV elements, Flight Controller 

 Mission Planner flight planning design 

Experiment 12:  

 Python program to read GPS coordinates from Flight Controller 
 

Reference: 

1. Adrian McEwen, Hakim Cassimally - Designing the Internet of Things,  Wiley Publications, 

2012. 
2. Alexander Osterwalder, and Yves Pigneur – Business Model Generation – Wiley, 2011 

3. ArshdeepBahga, Vijay Madisetti - Internet of Things: A Hands-On Approach, Universities 

Press, 2014. 
4. The Internet of Things, Enabling technologies and use cases – Pethuru Raj, Anupama C. 

Raman,  CRC Press. 

 

Online Learning Resources/Virtual Labs: 
https://www.arduino.cc/ 

https://www.raspberrypi.org/ 
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(20A52401) SOFT SKILLS 

Course Objectives: 

 To encourage all round development of the students by focusing on soft skills 

 To make the students aware of critical thinking and problem-solving skills 

 To develop leadership skills and organizational skills through group activities 

 To function effectively with heterogeneous teams  

Course Outcomes (CO): 

By the end of the program students should be able to  

 Memorize various elements of effective communicative skills 

 Interpret people at the emotional level through emotional intelligence  

 apply critical thinking skills in problem solving 

 analyse the needs of an organization for team building 

 Judge the situation and take necessary decisions as a leader 

 Develop social and work-life skills as well as personal and emotional well-being 
 

 

UNIT – I Soft Skills & Communication Skills 10 Hrs 

Introduction, meaning, significance of soft skills – definition, significance, types of communication skills -   
Intrapersonal & Inter-personal skills - Verbal and Non-verbal Communication 

 

Activities:  
Intrapersonal Skills- Narration about self- strengths and weaknesses- clarity of thought – self- expression 

– articulating with felicity  

(The facilitator can guide the participants before the activity citing examples from the lives of the great, 
anecdotes and literary sources)   

Interpersonal Skills- Group Discussion – Debate – Team Tasks - Book and film Reviews by groups - 

Group leader presenting views (non- controversial and secular) on contemporary issues or on a given topic. 

Verbal Communication- Oral Presentations- Extempore- brief addresses and speeches- convincing- 
negotiating- agreeing and disagreeing with professional grace. 

Non-verbal communication – Public speaking – Mock interviews – presentations with an objective to 

identify non- verbal clues and remedy the lapses on observation  
 

UNIT – II Critical Thinking 10 Hrs 

Active Listening – Observation – Curiosity – Introspection – Analytical Thinking – Open-mindedness – 

Creative Thinking 

Activities: 

Gathering information and statistics on a topic - sequencing – assorting – reasoning – critiquing issues –

placing the problem – finding the root cause - seeking viable solution – judging with rationale – evaluating 
the views of others - Case Study, Story Analysis  

 

UNIT – III Problem Solving & Decision Making 10 Hrs 
Meaning & features of Problem Solving – Managing Conflict – Conflict resolution – Methods of decision 

making – Effective decision making in teams – Methods & Styles 

 

Activities: 
Placing a problem which involves conflict of interests, choice and views – formulating the problem – 

exploring solutions by proper reasoning – Discussion on important professional, career and organizational 

decisions and initiate debate on the appropriateness of the decision.  
Case Study & Group Discussion 
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UNIT – IV Emotional Intelligence & Stress Management 10 Hrs 
Managing Emotions – Thinking before Reacting – Empathy for Others – Self-awareness – Self-Regulation 

– Stress factors – Controlling Stress – Tips 

 

Activities: 

Providing situations for the participants to express emotions such as happiness, enthusiasm, gratitude, 

sympathy, and confidence, compassion in the form of written or oral presentations. Providing opportunities 

for the participants to narrate certain crisis and stress –ridden situations caused by failure, anger, jealousy, 
resentment and frustration in the form of written and oral presentation, Organizing Debates 

 

UNIT – V Leadership Skills 10 Hrs 
Team-Building – Decision-Making – Accountability – Planning – Public Speaking – Motivation – Risk-

Taking - Team Building - Time Management  

 

Activities: 

Forming group with a consensus among the participants- choosing a leader- encouraging the group 

members to express views on leadership- democratic attitude- sense of sacrifice – sense of adjustment – 

vision – accommodating nature- eliciting views on successes and failures of leadership using the past 
knowledge and experience of the participants, Public Speaking, Activities on Time Management, 

Motivation, Decision Making, Group discussion etc. 

 

NOTE-: 

 1. The facilitator can guide the participants before the activity citing examples from the lives of the great, 

anecdotes, epics, scriptures, autobiographies and literary sources which bear true relevance to the prescribed 

skill.   
2. Case studies may be given wherever feasible for example for Decision Making- The decision of King 

Lear or for good Leadership – Mahendar Singh Dhoni etc. 

 

Textbooks: 

1. Personality Development and Soft Skills (English, Paperback, Mitra BarunK.)Publisher:  Oxford 

University Press; Pap/Cdr edition (July 22, 2012) 
2. Personality Development and Soft Skills: Preparing for Tomorrow, Dr Shikha KapoorPublisher  :  I 

K International Publishing House; 0 edition (February 28, 2018) 

Reference Books: 

1. Soft skills: personality development for life success by Prashant Sharma, BPB publications 

2018. 

2. Soft Skills By Alex K. Published by S.Chand 
3. Soft Skills: An Integrated Approach to Maximise Personality Gajendra Singh Chauhan, 

Sangeetha Sharma Published by Wiley. 

4. Communication Skills and Soft Skills (Hardcover, A. Sharma) Publisher: Yking books 
5. SOFT SKILLS for a BIG IMPACT (English, Paperback, RenuShorey) Publisher: Notion Press 

6. Life Skills Paperback English Dr. Rajiv Kumar Jain, Dr. Usha Jain Publisher: Vayu Education 

of India 

Online Learning Resources: 

1. https://youtu.be/DUlsNJtg2L8?list=PLLy_2iUCG87CQhELCytvXh0E_y-bOO1_q 

2. https://youtu.be/xBaLgJZ0t6A?list=PLzf4HHlsQFwJZel_j2PUy0pwjVUgj7KlJ 

3. https://youtu.be/-Y-R9hDl7lU 
4. https://youtu.be/gkLsn4ddmTs 

5. https://youtu.be/2bf9K2rRWwo 

6. https://youtu.be/FchfE3c2jzc 
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(20A99601) INTELLECTUAL PROPERTY RIGHTS AND PATENTS 

(Mandatory Non-Credit Course) 

Course Objectives: 

• This course introduces the student to the basics of Intellectual Property Rights, Copy Right Laws, 
Cyber Laws,  Trade Marks and Issues related to Patents. The overall idea of the course is to help and 

encourage the student for startups and innovations 

Course Outcomes: 

 Understand IPR law & Cyber law 

 Discuss registration process, maintenance and litigations associated with trademarks  

 Illustrate the copy right law  

Enumerate the trade secret law. 
UNIT I 

Introduction to Intellectual Property Law – Evolutionary past – Intellectual Property Law Basics – Types of 

Intellectual Property – Innovations and Inventions of Trade related Intellectual Property Rights – Agencies 
Responsible for Intellectual Property Registration – Infringement – Regulatory – Overuse or Misuse of 

Intellectual Property Rights – Compliance and Liability Issues. 

UNIT II 
Introduction to Copyrights – Principles of Copyright – Subject Matters of Copyright – Rights Afforded by 

Copyright Law –Copyright Ownership – Transfer and Duration – Right to Prepare Derivative Works –Rights 

of Distribution – Rights of performers – Copyright Formalities and Registration – Limitations – Infringement 

of Copyright – International Copyright Law-Semiconductor Chip Protection Act. 

UNIT III 

Introduction to Patent Law – Rights and Limitations – Rights under Patent Law – Patent Requirements – 

Ownership and Transfer – Patent Application Process and Granting of Patent – Patent Infringement and 
Litigation – International Patent Law – Double Patenting – Patent Searching – Patent Cooperation Treaty – 

New developments in Patent Law- Invention Developers and Promoters. 

UNIT IV 

Introduction to Trade Mark – Trade Mark Registration Process – Post registration procedures – Trade Mark 
maintenance – Transfer of rights – Inter parties Proceedings – Infringement – Dilution of Ownership of Trade 

Mark – Likelihood of confusion – Trade Mark claims – Trade Marks Litigation – International Trade Mark 

Law. 

UNIT V 

Introduction to Trade Secrets – Maintaining Trade Secret – Physical Security – Employee Access Limitation – 

Employee Confidentiality Agreement – Trade Secret Law – Unfair Competition – Trade Secret Litigation – 
Breach of Contract – Applying State Law. Introduction to Cyber Law – Information Technology Act – Cyber 

Crime and E-commerce – Data Security – Confidentiality – Privacy – International aspects of Computer and 

Online Crime. 

Textbooks: 
1. Deborah E.Bouchoux: “Intellectual Property”. Cengage learning, New Delhi 

2. Kompal Bansal &Parishit Bansal “Fundamentals of IPR for Engineers”, BS Publications (Press) 

3. Cyber Law. Texts & Cases, South-Western’s Special Topics Collections 

References: 

1. Prabhuddha Ganguli: ‘ Intellectual Property Rights” Tata Mc-Graw – Hill, New Delhi 

2. Richard Stim: “Intellectual Property”, Cengage Learning, New Delhi. 
3. R. Radha Krishnan, S. Balasubramanian: “Intellectual Property Rights”, Excel Books. New Delhi. 

4. M. Ashok Kumar and Mohd. Iqbal Ali: “Intellectual Property Right” Serials Pub. 
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